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SUMMARY

A mini-computer based real-time data acquisition system designed for use in the
Aeronautical Research Laboratories low-speed wind tunnel is presented. The report provides
an overview of the logical arrangement of the software components of the system and
describes their interaction with the mini-computer operating system, data structures,
and system hardware.
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1. INTRODUCTION

The low-speed wind tunnel at the Aeronautical Research Laboratories is of the closed-jet
single return type with a test section of irregular octagonal shape 2.74 metres wide by 2.13
metres high. The tunnel is driven by electric motors with a total output of 0 75 Mw producing
wind speeds of up to 100 ms - '. The tunnel was designed in 1939 and construction completed
in 1941 since when the tunnel has been in almost continuous service.

Typical of tunnels built in this period, data acquisition and reduction during the early life
of the ARL tunnel was almost entirely manual. Through the years these processes have been
gradually automated. For example, the installation of a "Flexowriter'" in the early 1960's
allowed analysis of the data to be carried out on external computers in an off-line "batch" type
of operation. However, it was not until the early 1970's that the first true on-line data acquisition
system was installed. This system) collected input from a wide range of manually selected data
sources in a prearranged sequence, and output them (in serial form) to some storage device.
Initially, a Teletypewriter with paper tape punch was used as the output device, the paper tape
being input to the central site computer at a later time. Eventually, the output was connected
directly to the central site computer, allowing true real-time data processing. In its final form,
the system included a display screen, with processed data being returned from the central site
machine and displayed in near real-time.

By 1980 however, the central site computer had become overloaded, and the time taken for
processing wind tunnel data had become intolerably large. The restrictions involved with using
the central site processor together with the inflexibility of the overall system was also seriously
inhibiting the development of modern testing techniques. It was therefore decided to install a
dedicated mini-computer to be used solely for wind tunnel data acquisition and processing,
and tunnel control. This mini-computer, a Digital Equipment Corporation PDP-l1/44, was
installed in July 1982, and following a short period of operation in parallel with the existing
system, took over all data acquisition and data reduction for the low-speed wind tunnel.

This report describes the development of the PDP-I 1/44-based system. The emphasis is on
the development of software, although a description of the hardware is included where necessary
for a complete understanding of the software design. Consideration is given to the general design

4 principles which have been used in developing the software, and to the design of an efficient
data structure. The majority of the software described is already in use, and has been operating
satisfactorily in many test programmes. The remaining few facilities which have not as yet been

fully implemented, are all under active development. The report concludes with suggestions
concerning the directions in which the system should be developed in the future.

2. OVERALL DESIGN PHILOSOPHY

Before describing the development of the system in detail, it will be useful to set out the general
philosophy which has been used while designing the system.

Of all the requirements of a well-designed data acquisition system there are two which are
of overriding importance:

i) the system must be user-friendly and

(i) it must be conceptually simple and easy to maintain.

4.M
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Considering the widely varying levels of skill and aptitude likely to be displayed by potential
tunnel operators, the need for user-friendliness is obvious. Any action on the part of a tunnel
operator, no matter how unrealistic, should produce a response from the system which allows
the test to continue in an orderly manner. Hence in all software, every operator input is checked
for validity, and extensive use is made of default replies and error recovery routines. Although
it is not possible at present (due to hardware limititaons), the long-term aim is that all com-
munication between the tunnel operator and the data system should take place via a single display
terminal and keyboard. All commands to the system and all information requiring the operators
attention should be available at this single operators terminal. To further centralize system
operation, new instrumentation will not include the traditional local display facility. Rather,
the outputs of those instruments critical to a particular phase of a test will be displayed on the
operator's terminal (see Section 7).

The need for conceptual simplicity and ease of maintenance is also obvious. For various
reasons it is very likely that a time will be reached when the original system designers are no
longer directly associated with it. The logic of the system must therefore be clear enough to
allow their successors to continue to develop and maintain it. Such logical clarity may only
be obtained by making use of good modern design methods, including structured programming,
modularity, and good programming style. Structured programming is a simple approach to
program design which produces programs which are easy to understand, evaluate and modify.
The major requirement of a structured program is the use of single entry and single exit control
structures: the most obvious difference between structured and non-structured programs is
the absence of GOTO statements. Modularity breaks the complete program up into modest
size sub-programs each of which performs one specific function. Each module should be self-
contained and should have minimum interaction with the remainder of the system. Hence, the
substitution of a new module of different design for an old one will affect only the specific function
of that module, leaving the rest of the system unchanged, a condition which is of considerable
assistance in program development and maintenance.

One of the major factors in producing a program which is easy to understand and modify
is the use of a high level programming language. The traditional disadvantages of a high level
language when compared with assembly language - requiring more memory and running more
slowly - have been offset to a large extent by the development of modern optimizing compilers.
The added advantages of clarity and greater productivity with high level languages now give
them a clear superiority for the type of system dealt with here. The choice of a particular high
lexcl language depends on several factors:

(i) It must possess the control structures to allow the use of structural programming.

(ii) It must be supported on the hardware in use and allow easy access to services
provided by operating system or executive.

(iii) It must be supported by a strong international language standard to ensure porta-
bility of software to different hardware should this become desirable at some time
in the future.

The only high level language which meets all of the above requirements is FORTRAN 77

(ANS Fortran X3.9--1978). This language has the added advantage of being familiar to most
of the people involved in the original development of the system. It was therefore decided to
use FORTRAN 77 for all programming of the data acquisition system, as has been done for
most similar installations around the world (see for example References 2 and 3).

3. HARDWARE

The data acquisition system hardware is based upon a Digital Equipment Corporation
PDP-I 1/44 central processor. The PDP- 11/44 is a fourth generation 16-bit general purpose
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computer and includes 8 Kbytes of high speed cache memory to provide fast program execution
and high system throughput. In its current configuration the central processor is equipped with
512 Kbytes of error correcting memory and includes a floating point processor. The central
processor provides interface parts for a console terminal and a TU58 cartridge tape drive used
mainly for diagnostic purposes. At the present time the peripheral configuration is (see Figure 1):

(i) Dual RLO2 removable disc drives each with a formatted capacity of 10 Mbytes.
Presently one of these drives is used as the system device, containing all system
and executive routines as well as space for program development. The second
drive is used as the primary storage device for data.

(ii) Dual RXO2 floppy disc drives each with a formatted capacity of 512 Kbytes.
These drives are used to archive both data and source programs.

(iii) A Facit 4542 250-character per second dot matrix line printer.

(iv) An 8-port serial line multiplexer providing access to the system for up to eight
devices using RS232C standard protocol, operating at speeds of up to 19.2 Kbites
per second. At present three of these serial ports are used for general input/output
using visual display terminals. One part is used to support a colour graphics
terminal with a resolution of 1024x780 and another to suppprt an HP7221
multi pen plotter. Finally, one port is connected to the output of the existing data
serializer installed in 1970.

(v) Two independent DRII-C 16-bit wide parallel input/output interfaces. These
parallel interfaces will be connected to a locally developed data bus which will
provide read/write access to all wind tunnel instrumentation.

Experience with the system since its installation in 1982 has indicated that although the
present configuration is generally satisfactory, the utility of the system (and tunnel productivity)
would be greatly improved by the addition of two major items.

(i) A large capacity, fast, fixed disc to be used as the system device. Experience has
shown that the use of an RLO2 disc as the system device is not entirely satis-
factory due largely to its limited capacity. A new drive of approximately
150 Mbytes capacity would allow a much more user-friendly system to be provided.
Such an addition would also allow both RLO2 drives to be used for data storage
making possible concurrent acquisition and post-processing of data from different
tests, and increasing the system's ability for on-line comparison with data from
other sources.

(ii) An industry standard magnetic tape drive. As the system has developed and tunnel
productivity increased, the amount of data generated has exceeded that expected
when the system was initially specified. This has meant that the floppy disc drives
with their limited capacity, have reached the limit of usefulness as archival devices.
An industry standard magnetic tape would also increase the ability to transfer
data in machine readable form to customers.

Interaction between the software and the particular hardware configuration has generally -. .

been negligible. The use of a high-level programming language together with the comprehensive
services provided by the operating system and executive (see next section) has allowed a sytem
to be developed which is very nearly machine independent. The one area in which the hardware
has had a considerable influence on system design is that of the form of input of data from the
wind tunnel instrumentation. The data acquisition system which existed when the new system
was installed in 1982 collected data from manually selected instrumentation sources and output
it in a prearranged sequence and in serial form. (Hence this device is known as the data serializer).
The initialization of a data output sequence was under the control of the operator via an electrical
push-button. Hence data become available at the data serializer output in an asynchronous
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manner: the device looking at this output has no control over the timing of the data stream
and only becomes aware of the beginning of a data system by its appearance at the output.
To enable the PDP-1 1/44 to be used in the data acquisition system as quickly as possible, without
a lengthy tunnel shutdown, it was decided to use the existing data serializer as the source of
instrument data as a short-term solution. As mentioned above, two parallel input/output inter-
faces were provided as part of the system peripherals. Ultimately it is intended to use these parallel
interfaces together with a locally developed digital data bus as the primary input/output interface
between the central processor and all tunnel instrumentation. The data bus provides full 16-bit
wide input and output plus control and addressing functions. It has been designed to allow input
or output to be sent to or received from any individual tunnel instrumentation source, in any
order, and with the timing controlled by the central processor software. When fully implemented.
this bus should greatly increase the flexibility of the data acquisition.

To avoid the need to shut the tunnel down for long periods while a changeover is made
from one input'output source to another, the development of the system has been planned in
three stages:

(i) Al! data are received from the data serializer connected to the central processor
via an RS232C serial line port.

(ii) Data are received from the digital data bus and the data serializer, with instru-
ments being transferred from the serializer to the digital data bus as and when
hardware becomes available.

(iii) The final arrangement with all data being available on the digital data bus.

At the time of writing, the system has just entered stage (ii) with the first inputs becoming
available on the digital data bus.

Besides an increase in flexibility, the full implementation of the digital data bus will also
provide a worthwhile decrease in the time taken to acquire data. However, the ability to produce
output to an instrument and to control the timing of data transfers by means of the central
processor, "ill be far more important. Both of these facilities will allow a further concentration
of user communication with the system into a single device (the operator's visual display ter-
minal), greatly increasing the user-friendliness of the overall system.

4. SERVICES PROVIDED BY THE OPERATING SYSTEM AND EXECUTIVE

The operating system chosen for supporting the data acquisition system is Digital Equip-
ment Corporation's RSX-I M (Refs. 4, 5). RSX- IM is a multiuser multitasking operating
system optimised for efficient real-time programming. Multitasking, the concurrent processing
of two or more tasks residing in memory, is accomplished via a priority ordered queue of tasks
demanding system resources. While it is true that only one task can have control of the central
processor at any instant, concurrent execution of several tasks can be achieved since other
system resources, particularly input/output device operations, can execute in parallel. While
one task is waiting for an input/output operation to complete, for example, another task can have
control of the central processor. Task execution is under the control of the operating system and
is event driven. A task retains control of the central processor until interrupted by a task with
higher priority, or until it becomes unable to continue (e.g. waiting for an input, output operation
to complete) Task priorities may be set in the range I to 250, with high priority real-time tasks
close to the upper limit. Additionally, for tasks of equal priority, an equitable share of central
processor time is allocated by the round-robin scheduler. At regular intervals (every 1/50th
second) the scheduler checks that no other task of similar priority is waiting. Operating tasks
have their priority reduced at every scheduler interval (over a limited range) and thus no single
task is able to dominate the central processor to the exclusion of all others. This round-robin
process is only applied to tasks with priorities of 150 or less, and hence real-time tasks which
must retain use of the central processor until completion are not affected.

4



As well as controlling processor time allocation, the LAecutive also provides the primary
interfaces between the hardware and a program running on the system, and between the hard-
ware and the people whu use the system. Among these services are such functions as memory
allocation, device drivers, data and file management, system utilities and programmed system
services. The RSX-I I M operating system provides a comprehensive set of programmed system
services called exective directives. These executive directives allow FORTRAN programs access
to many of the services provided by the executive and play a very important role in real-time
programming. The executive directives of immediate use in the design of the data acquisition
system will be described in some detail.

(i) Task execution control. This group of directives allows one task to control the
execution of other tasks. A task may start another task (REQUES). request that
another task be run repetitively at predetermined intervals (RUN), or stop the
execution of another task (STOP, ABORT).

(ii) Task Status Control. The most useful directive in this group gives a task the
ability to dynamically change the priority of another task or of itself (ALTPRI).

(iii) Event associated directives. This group ol directives provides inter- and intra-
task synchronization and signalling. This is achieved through the use of event
flags which are shared by some or all tasks which are currently awaiting execution.
Event flags may be set or cleared k.;ETEI-, CLREF) which return as well the
previous state of the event flags. A task may wait for one (WAITFR) or more
(WFLOR) even flags to be set by the executive or by another task, thus allowing
synchronization between tasks. A task may also suspend its own operation for a
finite period before once again competing for system resources (WAIT or MARK).

(iv) Intertask Communication. The inter-task commui cations-related directives
allow a task to send and receive message packets to or from another executing
task (SEND and RECEIV). Data is transmitted in the form of 13-word FOR [RAN
integer arrays. In order to synchronize the transmission of messages between two $
tasks, the sending task specifies an event flag in the send data directive, the event
flag being set vs hen the cvecuti\e is ready to pass the message packet to the receiving
task. The receiving task specifie, the same event flag in a wait for event flag
directive and may then receive the message packet once the event flag is set.

(v) inputiOutput ( ommunications. These directives (QI() and QIOW) allow tasks
to access inputoutptt devices at the driver interface levels, thus allowing direct
interaction with the device driver for operations which are not normally available
in the FORTRA N operating environment.

(iv) Parent Offspring Tasking. These directives allo% tasks to start other tasks, passing
commands to them if required, and to receive status information. for present
purposes the most important of these directives is the spawn directive (SPAWN)
which requests activation of another task. This directive has additional functions
which are not provided by the RUN or REQUES directives described above:
a spawned offspring task may be a commono line interpreter (CLI) and the
spawned offspring task can return current or exit status information to its parent -. .
task.

The above is far from a complete list of directives provided by the cecutive, excluding
several important groups (notably memt)ry management and trap-associated directives). A
complete description as well as details of the use of all directives may be found in Reference 4.

The use of executive directives provided by the particular operating system in use obviously
makes the data acquisition system software machine dependent. However, care has been taken
to use only those functions which could reasonably be expected to be available, either in directly
equivalent or compatible forms. on any machine and operating system designed for use in a
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real-time environment. Since the use of executive directives is by CALL's to system provided
FORTRAN subroutines, con'.'ersion to a different operating system would be relatively straight
forward.

Before completing the discussion of services provided by the executive, the topic of system
traps must be considered. System traps are transfers of control (sometimes called software
interrupts) that provide tasks with a means of monitoring and reacting to events. There are
two kinds of system traps:

(i) Synchronous System Traps (SSTs).-SSTs detect events directly associated with
the execution of a progi,.... They are synchronous because they always recur
at the same point in the program when trap-causing instructions occur. Illegal
instructions or instructions with invalid addresses cause SSTs, and most SSTs
are associated with some sort of error condition. The operating system takes care
of SSTs with no intervention from the user, and no further consideration need be
given to them here.

(ii) Asynchronous System Traps (ASTs).-ASTs detect events that occur asynchro-
nously with a task's execution. That is, the task has no direct control over the
precise time that the event - and hence the AST - may occur. The primary
purpose of an AST is to inform the task that a certain event has occurred -- for
example, the completion of an input/output operation. ASTs are dealt with by
means of short, user written (usually machine language) subroutines to which
control is transferred when the AST occurs.

The only use of ASTs in the syst-m as it has been developed so far, is in monitoring ter-
r:inals for unsolicited input. Without the use of an AST, a task must continually monitor the
input from a terminal if it is not to miss any unexpected user input. This is not only wasteful
of system resources, but can also slow up the operation of the system to a considerable extent,
To avoid this situation, an unsolicited input AST may be provided. When any character is typed
on a terminal, an interrupt occurs and control is transferred to the AST The AST sets an event
flag and any subsequent characters are stored in a buffer. Meanwhile, the main task can con-
tinue with its execution, checking the event flag occasionally. When the event flag is set, the task
can retrieve the tyl d characters from the buffer, carry out any processing specified by then,
and then return to place where it was interrupted and continue. This process may be extended
to allow one task to monitor the input from more than one terminal without needing to con-
tinuotisly monitor any of them.

5. DATA STRUCTURES

Modern wind-tunnel data acquisition systems are capable of producing a very large quantity
of data. It is not unusual to acquire twenty polars per day, with each polar containing twenty-five
model attitudes. Since each model attitude considered may include up to twenty-five individual
pieces of data. it is quite possible for a single day's running to produce 10 000 or more individual
data items With such a rate of data generation, it is obvious that considerable thought must be
given to the design of an efficient data structure before proceeding with software design. This
section describes the data structure which has been implemented in the low-speed tunnel data
acquisition system.

In general, a wind-tunnel test program will involve testing over many independent variables.
Independent variables of interest could include model configuration, model attitudes, control
surface settings and Mach or Reynolds number. In a given test, particular combinations of
independent variable values are set up in the wind-tunnel, and one or more (usually more)
dependent variables measured, processed and recorded. Recent experience has indicated that
for a comprehensive full-model aircraft test program, up to seven independent and twenty-five
dependent variables are necessary. The most common approach to obtaining all the required

6
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combinations of independent variables is to Nary only one at a time w ith all others held constant,
then to repeat thi' variation "nth some difleren set of constant Nalues. The data structure has
therefore been designed to be hierarchical, successive levels being characterized by one or more
independent variables. with the frequency of variation of the independent variables decreasing
with each level. Thus the ughest level is characterized by the independent variable %ar. ing
least frequently - in most cases the model configuration -- with successively lower lesels being
characterized by independent %ariables varying more and more freq. .itly.

In practice, the data structure makes use of groups of files at the highest level, each group
of files containing data for a particular model configuration. At the next level, the data included
in each file rela-es to a particular combination of values of independent variables known as "'ile
constants". Experience has shown that ,it thi level there is often little significant difference
between the frequencies of variation of several independent variables, and this level may therefore
be characterized h' up to four *'file constants". Within each data file. individual data records
are grouped into "blocks". each record in a data block being associated with the same value of
an independent variable known as the -data block constant". At the lowest level, records within
a data block contain data for successie valueS of the most frequei-',l varied independent variable
known as the 'data hlock \ariable".

Figure 2 present' an evample of the implementation of the data structure for a test in hich
the independent variables are model configar:ition. Mach number 01), control surface deflection
(8). angle of sidClip 4: ) and angile of incidence (I). It is assumed that for ,his test programme,
each wind tunnel run consists of nieasurcments at a range of values of angle of incidence,
with thi, range being repeated for a range of values of angle of sideslip. Hence, for this test,
the data block ,ariable is angle of incidence and the data block constant is angle of sideslip.
Vach data file thus contains blocks of data at constant values of angle of sideslip, with records
w ithin , ch Nock recorded for a particular \alue of angle of incidence. Each file is characterized
by Io tile constants., Mach number and control surface deflection, inferring that the model
attitude variation vssuld be repeated for each of the required combinations of these two %ariab!es.
fhe group of i;s', show n in Figure 2 are all associated with a single model configuration. sith a
turther group of files associated witlh every other configuration considered.

Vzich dara tile contains a file header hiock consisting of three data records v hich completely
descrk, the contents of the file. This information includes the number, names and values of'the
tile constants, the iamnes of the dala block variable and data block constant, and a complete
descriptiion ,! the notenIs oif each data record. This is iii the orn of the number of variables
in each record (i hitch must he the same for each record in the lile) and a name to he associated
w ith each of these \iriables. The intention of ibe file header is to allow programs wNhich use the
data in Ifhec files. such as plotting programs, to interict with their users in a most straight forward
manner I he user ea refer to ani piece of data in the file directly by name and does not need
to haivc a pre i ,c km ledge ,(lne detailed contents of lhe file.

I \perincc \ith tIll data structure has showrn it to be capable of accommodating all test
program', -I f , iiu,'i cred i the lowk-peed wind-tunnel. Its generality should allow its appli-
cation to dat Irion other wind-tunnels with little or no modification. In addition, since its
irriplcmcniatitn. a toitsidcrable improsclncnt in the quality of lest program design has been
noted. privlmalis hrought about bv tile need to fit tile test program into the logical framework
of the dIa' i strucli,'

6. SOFTW4A RE

Thts section descr;bes dctiiil, of tile data acquisition softs'arc. it is not intended to be
a user's guide or t, provide descriplions of algorithms and computational procedures: these
are maintained in machine-readable form on tte central processor to allow simple revision to
reflect the most recent version of the software. The intention is ratler to give the reader an
overall impression of the function of each component of the system and how they interact.

---



A data acquisition system must include, at the very least, the following basic functions:

(i) It must gather the raw data from the wind-tunnel instrumentation. In the present
situation, the data may be available on either the data serializer or on the digital
data bus. The svstem must be able to determine from which source a particular
piece of data is available, and accept it at the desired instant.

(ii) It must be able to process the raw data in accordance with the requirements of
the particular test.

(iii) It must produce d ta files suitable for input to programs which will be used for
past-test data analysis, for example to produce plots and listings of the data for
delivery to customers and for publication in test reports. In addition, output
data should be in a form which allows for efficient long-term storage and archising.

As well as these basic functions, it is desirable that the design of the system should include
the following:

(i) The ability to produce real-time display of the data as it is being recorded, as well
as all interactive interface with the user to allow tile tailoring of the display to the
immediate needs of a particular test. Such real-time display of data allows the
user to detect data which hase been subject to any instrumentation malfunction
and to decide to repeat the point while the test is in progress. The ability to delete
such points from tile data is also highly desirable.

(ii) The abihty to recompute the data obtained in a particular run at some later time.
Such oft-line recomputation is useful to asoid having to discard otherwise satis-
factor data due to an error in processing or parameter specification.

liii) Fihe minimmi/ation of the number of discrete software packages. The number of
ditferent tspcs of lest which can be carried out in a wind tunnel is quite large.
If a scparate oftw are package must be used for each different type of test, a de-
creasc in iuniic ctjlienCs w"ill inesitably result. due both to lack of operator
hLinluiarits s ith the softsare. and to the increased probability of little used packages
ckoit:inrii undetected errors Hence each package must be as general as possible
dlid .is much ri.,'1moo1 Lodc as possible used for escry type of test.

The PD!P- 11 4-4 i ha,iclls ai l-hit mathine Although it may address up to 4 Mbytes
of memory. the address speitc a\ ail,ible to an single task is limited to 64 Kbytes 165536 (64 K)
being the largest numeh hic h can b,. rcpresnted h I, ,). At a ser. early stage in the de-
\elopment of the soft\ atc. it ki, reili.d thait 11vi i/c of the program plus data storage areas
would vastly exceed this m imni I ire, irc r,il melhods a\ailable to o.ercome this him-
tation (dynamic memory 1ipigi. di ..t ,ieLm,,rI -

1 D
isi etL ) but it %\as decided to take

advantage of the intended use ,I lilt pr,i! ii , cu ,i
, 

a illli tasking one. Hence the system
software has been w ritlen , a. series oi mt, ihni, 'd ui spciralc iisks Since each task mas use
up to 64 Kbytes if memory. li h me in ta -i1 * . M Lni' h it s ,itrc is ,rnls limited hy the number
of serarate tisks in use (and iN ennt" i b, ins iSiithtIeIC total meTImory capacty if time con-

sumi e disc to memor. tranicr- ,it ., hc . t,,isted tli ipproach llso make, use of the
advantages of parallel pr cesi,. miiict.'d insisis

The system soft 55arcin ii ,to'r ,ini part i il.it i tetn le.st therefore consists of two groups
of tasks:

i) A common group (d tasks ishich is ils.i', present regardless of the type of test.
These tasks control all input of dati from tunnel instrumentation and store them
in a raw data file The, prormide the primar user interface \ith the system and
control the interaction and s.nchronization of all other tasks.

0
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(ii) A group of tasks which is job-specific, i.e. they change with the type of test. This
group of tasks carries out all job-specific computation and display functions.
and produces all job-specific (computed) data tiles. At present three job-specific
groups of tasks hase been written: one to accommodate all tests in which forces
are measured be it by strain-gauge balance or underfloor balance (FRC), one to
accommodate pressure measurement testing of two-dimensional aerofoils (2DP)
and a third to accommodate pressure testing of three-dimensional objects (3DP).
To allow these job-specific tasks to be as flexible as possible, all are designed to
obtain details of the particular test from "configuration files". Configuration
files contain information on what data are to be measured and from where they
are to be obtained as well as calibration data for strain gauge balances, trans-
ducers etc.

With the total softsare divided up into many indisJdual tasks, procedures must be devised
for intertask communication. At present. intertask communication is conducted at three distinct
levels:

(i0 Inter-task communication through the setting and reading of event flags. This
is the lowsest level of communication and is used mainly for intertask synchroni-
zation. One task sets an event flag to indicate to another task that it has completed
some operation. The second task can then wait for the event flag to be set before
proceeding with an operation which requires that the first task has completed
its operation. Event flags are also used to indicate that some exceptional event.
such as an operator or instrumentation error, has occurred.

(ii) Parameter transfer through the sending and receiving of message packets. This
mode of intertask communication is used by a controlling task to inform some
sub-task of the type of operation required of it. The controlling task first tills a
thirteen-word message array with the parameters to be sent. It then invokes the
SEND directive. specifying event flag "n'. When the controlling task can no longer
proceed without completion of the sub-task's function, it waits for the sub-task

to indicate its readiness by setting another event flag *'. When the sub-task is
reads to receise a message, it Aaits for the controlling task to set eent flag 'n' and
swhen set invokes the RECEIV directive to dequeue the next message. It interrupts
the paramcters in the message array, carries out the required action, and when
finished sets event flag 'ni' to indicate that the controlling task may proceed. The
sub-task then returns to wait for the arrival of another message. With this type of
communication, quite complex operations can be carried out., with significant
overlap in controlling and sub-task execution.

(tiii) large-scale data sharing through the use of a global common area. This highest
level is used for most intertask communication of data arrays. The global common
area is not unlike FORTRAN common, but instead of individual sub-roulines
sharing the data it contains, the data may be shared by many individual tasks.
The global common area is an 8 Kbyte area of memory accessible to all tasks
o hich have specified the resident common option at task build time (see Reference 5,
Chapter 5 for details). Tasks may have read only or readwrite access to the global
common, and hence it may be protected from corruption by tasks which need
onl. have read access. By linking to the global common area each task's address
sNpace is of course reduced b, 8 Kbytes (to 56 Kbytesl but the ability it share data
storage with any other task far outweighs any disadvantage.

The remainder of this scct on will indicate how the requirements and concepts discussed
so far have been realied. 1o do this. the operation of some of the tasks written for the system
will be presented in some detail.

Consider first the common (non job-specific) group of tasks. The main task associated with
this group is called DATAIN. and as far as the operator is concerned, this is the only task running.
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When the operator runs DATAIN, its operation is as follows (see Figure 3). DATAIN first
enquires of the operator the type of job he wishes to run: at present the options are FRC for a
force measuring test, or 2DP or 3DP for two- or three-dimensional pressure measuring tests.
All other common group subtasks and job-specific sub-tasks required for the particular type of
job are then activated and initialized through SEND/RECEIV directives. The mode of operation
must then be input. DATAIN has two modes of operation: on-line and off-line. For on-line
operation, the tunnel must be running and data is acquired directly from the tunnel instrumen-
tation. In the off-line mode, system operation is almost identical, except that the tunnel need not
be running, and all data are obtained from a previously recorded raw data file.

When operating on-line, DATAIN informs the operator of its readiness with a message
on the operators terminal. The operator has two options: he can press the data serializer
"record" push button to record a block of data, or he may type a command at his terminal.
The commands aailable to the operator are:

(i) Display sub-task parameter modification (D). This command allows the operator
to change the appearance of the real-time data display through changes to scales.
axes, quantities displayed etc.

(ii) Terminal display modification (T). This command allows the operator to modify
the format and contents of the data presented on the operators terminal.

(iii) Plot the present display (P). This command will produce a hard-copy of the
current display.

(iv) Block end within a tunnel run (B). This command is used to indicate the end of a
data block within a multi-block tunnel run.

(v) Continue data file with next tunnel run (C). This command is used to indicate the
end of the current tunnel run. It is used when the next tunnel run will begin in a
short time and data are to be stored in files with the same names as those of the run
just completed. The command avoids the overhead involved in the initialization
dialogue of the main task and all sub-tasks.

(vi) Reject the last set of data collected (R). This allows the operator to delete from all
files any recorded data in which he detects an error, or considers to be suspect in
any way. Only the immediately previous data point may be rejected and the data
point will be erased from the display if it is in use.

(vii) Abort the run (A). This command allows the operator to immediately end a run
"hen for example a serious malfunction is detected. All data recorded up to
that time will probably be retained but whether such data are of any use will depend
on the circumstances.

(viii) End the current file (E). This command informs the system that the current tunnel
run is completed and that no further data will be added to the data files at least
for the time being. Files which have been "ended" can be added to at a later time
by specifying an option to "append to an old data file" during the initialization
dialogue.

Input of the single character memory corresponding to any of these commands is detected
by an unsolicited input character AST routine as described in Section 4. On detecting a typed
character this routine sets event flag number 73 causing DATAIN to branch to its command
interpreting routine (CMDINT) where the character is retrieved from the type-ahead buffer
and the required action undertaken. Activation of sub-tasks to carry out the desired action is
achieved through SEND/RECEIV directives. The contents of the message packet and their
meanings are given in Figure 5. (Note that the same format is also used for actions other than
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those directly accessible to the user by typing a command). If the command was Abort or End,
DATAIN awaits for all sub-tasks to complete the processing and then exits itelf. Otherwise,
once the sub-tasks have indicated completion DATAIN informs the operator of its readiness
once again and the process is repeated.

If, instead of typing a command, the user presses the record pushbutton, the process takes
a quite different course. Another member of the common group of tasks BUFFIN, which is
requested by DATAIN at initialization, detects the beginning of output from the data serialize
with another unsolicited input character AST routine. When this routine sets its event flag.
BUFFIN reads a line of data from the serializer and places it in a seven-line circular buffer in
the global common area. For each line placed into the buffer, BUFFIN sets a unique event flag
(with numbers in the range 65 to 71). The setting of one of those event flags indicates to the
serializer data decoding routine (INPUT) in DATAIN that that line may be removed from the
buffer, decoded and placed in the correct position in global common for other sub-tasks to make
use of in their processing. The rate at which INPUT can decode serializer data has been found
to be sufficient to avoid BUFFIN overwriting data before they can be decoded. Note that a
timeout period is also begun when the first line of data is received from the data serializer to
avoid the system waiting forever in the case where for some reason the data serializer does not
output the expected amount of data. If this time period expires before all the expected data are
received, a message is sent to the operator's terminal and the process repeated.

Before processing the first data serializer line, INPUT instructs all sub-tasks to initiate input
from the digital data bus. This input is carried out in parallel with input from the serializer and
INPUT does not check for its completion until it has completed decoding the serializer input.
The operation of the digital input/output task DIGIO, also part of the common task group,
is described in Appendix A. Also at this time, raw data gathered from both the data serializer
and the digital bus on the previous record cycle are output to the raw data file. The delay in
output of raw data is necessary to allow the operator to Reject the previous data line if he so
desires.

Once all data are input and decoded, they are checked for validity and then computation
and display job-specific sub-tasks are instructed to carry out the required processing, once again
via SEND/RECEIV directives. When the sub-tasks indicate completion, DATAIN returns to
await the input of another command or the beginning of another data input cycle.

When operating off-line DATAf N reads data from previously recorded raw data files and
processes them exactly as described above. However in this mode, no operator input commands
are available, and some important ones must be simulated. The End command is easily simulated
by detecting the end of file on the raw data file. Conditions representing the Continue or Block
commands may only be detected by the job-specific sub-tasks. Hence before reading the next
group of lines from a raw data file, DATAIN checks the state of event flag 95 which will have
been set by a job-specific sub-task if one of these conditions existed for the data last processed.
In this case DATAIN instructs the sub-tasks to take the appropriate action, once again using
SEND/RECEIV directives.

DATAIN thus provides all the capabilities required of a data acquisition system. As many as
possible of the functions common to all wind tunnel testing have been compacted into a single
common group of tasks. Although there may be as many as six individual tasks active during a
test, this is hidden from the operator who appears to communicate with a single monolithic
system. Only those functions unique to a particular type of test are included in the job-specific

sub-tasks, and the operator's knowledge of this organization is limited to choosing the correct
"job type" option for the type of test under consideration.

It is unnecessary to describe the operation of all job-specific sub-tasks in detail, since their ....

general mode of operation is so similar that the description of one group will allow the others
to be understood with little difficulty. The sub-tasks chosen for description are FRC. the group
used for force measurements. This group has had by far the greatest amount of development
and use, and is the most general of all the current sub-tasks.

The FRC group consists of three distinct sub-tasks: COMFRC which is responsible for
the reduction of force data to a form suitable for presentation to customers or publication,
DSPFRC which is responsible for the real-time display of these data and BALMON which
monitors the state of loading of force balances, alerting the operator to dangerous conditions
due to approaching maximum load conditions. Both COMFRC and DSPFRC react to
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SEND/RECEIV directives sent by DATAIN in the form presented in Figure 4. BALMON on
the other hand is simply requested by COMFRC and executes at set intervals until the tunnel
run is completed.

The structure of COMFRC is presented in Figure 5. COMFRC begins execution when
REQUESted during the initialization phase by DATAIN. Once running COMFRC interacts
with DATAIN via SEND/RECEIV directives using event flags 81 and 91. Event flag 81 is set by
DATAIN in a SEND directive. COMFRC spends most of its time waiting for event flat 81 to
be set, indicating that DATAIN has sent a data packet. When it has completed processing
the instruction sent by DATAIN, or it has reached a stage where other processing may continue
in parallel, COMFRC sets event flag 91. Although the flow chart in Figure 5 infers that event
flag 91 is not set until each operation is complete, this has been done for clarity, and the actual
stage at %khich the event flag is set will be noted for each process. It should be noted that there is
no possibility of the two tasks getting into a "'race" condition since there is always synchro-
nization at the receipt of the next data packet,

On receipt of a data packet, COMFRC decodes the first word ISEND(l) containing the
function code. The actions carried out for each value of the function code are:

(i) ISEND(l) - 0. This code is sent by DATAIN during the initialization phase at
the beginning of a run. The major functions are to obtain a file specification for
the configuration file, to read and verify its contents and to obtain from the
operator confirmation of any data which are illegal or inconsistent. The contents
of configuration files for force measurement testing are described in Appendix B.
Configuration files for other types of tests differ in the detail of their contents, but
provide much the same type of information. The information in the configuration
file is used to initialize many sub-routines used in the reduction and output of the
data (e.g. interference correction, attitude computation and output routines).
Finally, various counters and flags are initialized to their starting values. The
completed event flag (91) is not set until all processing is complete.

(ii) ISEND(l) . I. This code is sent by DATAIN on the completion of every raw
data input sequence. It is the normal mode of operation of COMFRC and con-
sists of the reduction of all data to a form where they may be presented on the
operators terminal and placed in a buffer in the global common area for use by
the display sub-task. The raw data used in this process have been placed into
fixed positions in global common by the input routines in DATAIN. Before using
the raw data, COMFRC checks it for validity and also checks that the storage
buffers in global common are not about to be filled. (The buffer size currently
limits the size of any data block to a maximum of 30 records). If the mode of
operation is off-line, the operation of this process is somewhat different. Firstly,
if the display is not in use, no data reduction is carried out since at this stage the
reduced data are only used for real-time display. Secondly, it is this process that
detects the end of a data block, and provides simulation of an End or Continue
command by setting an event flag (number 95). The completed event flag (91)
is not set until either an error condition is detected or data reduction is complete.

(iii) ISEND(]) -- 3. This code is sent whenever a Terminal display modification
command is entered. The operator is interrogated as to the changes required to
the data format or content on his terminal, and the completed event flag set when
finished.

(iv) ISEND(I) - 4. This code is sent by DATAIN whenever BUFFIN detects output
from the data serializer. COMFRC interacts with the digital data bus via the task
DIGIO to obtain necessary data from that source. As mentioned above, this
process proceeds in parallel with input from the data serializer, and event flag 91
is set upon completion.

d* 12
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(v) ISEND(l) = 6. This code is sent whenever a Block end within run command
is entered at the operator's terminal. Since the processing required consists only of
resetting various counters and flags, the completed event flag is set immediately
on receipt of this code to allow other sub-tasks to carry out similar processing in
parallel.

(vi) ISEND(I) = 7. This code is sent as a result of a Continue command being
entered on the operator's terminal. When using strain-gauge sensing devices to
measure model forces, it is desirable to correct the raw strain gauge bridge output
for any drift with time. This is achieved by recording wind-off "zero" outputs.
both before a tunnel run is begun and after it has been completed. Hence before
processing the data recorded for the just completed data block. COMFRC first
checks that wind-off zeros have been recorded at the end of the run. If so. the
before and after zeros are averaged and used to correct the data before computing
all the required quantities. If these final zeros have not been recorded, a message
is sent to the operator's terminal and the "failed" event flag (number 96) is set to
notify DATAIN that processing has not been completed. Once all computation
has been completed, the data are output to files for later printing or further pro-
cessing. In this case the completed event flag is set as soon as data processing is
complete, output to data files proceeding in parallel.

(vii) ISEND(l) = 8. This code indicates the receipt of a Reject command at the opera-
tor's terminal. All data in the last record are deleted from output files and global
common storage areas. In this case, the completed flag is set immediately on receipt
of the code and the Reject processing of all sub-tasks may proceed in parallel.

(viii) ISEND(l) 9, This code is sent whenever an Abort command is typed on the
operator's terminal. As much of the data as possible is saved by attempting to
close all files and COMFRC then exits. However, since an Abort command is
usually entered as the result of a serious system or operator malfunction, the success
of this operation cannot always be gauranteed and the state of the data may not
allow any useful recovery processing. To allow Abort command processing to
proceed in parallel, the completed event flag is once again set immediately on
receipt of this code.

(ix) ISEND(I) - 10. This code is sent as a result of an End command being typed
on the operator's terminal. The processing is exactly the same as that for a Continue
(ISEND(I) 7) with the exception that when all processing and output are com-
plete, rather than initializing a new data block, in this case all files are closed and
COMFRC exits. The completed event flag is set as soon as the validity (i.e, the
presence of a final zero) of the data has been confirmed.

(x) ISEND(l) anything else. This option is provided as a default. It should never
be entered, but if it is, a logical error in the software is indicated.

The above description of the operation of COMFRC is necessarily brief and somewhat
incomplete. Further information may be obtained from the operator's guide held in machine
readable form on the PDP-I 1/44, or if necessary from the program listing which includes exten-
sive comments. However the above description should provide an overview of the logical struc-
ture of the program in enough detail to allow future modification by someone other than the
designer.

The structure of DSPFRC, the real-time display sub-task of the force test group, is presented
in Figure 6. It will be seen that the overall program logic is identical with that of COMFRC
with only specific details of the processing carried out for each value of ISEND( I) being different.
This is true of most sub-tasks for other job-specific groups (e.g. 2DP, 3DP) and in fact such simi-
larity has been one of the major aims in designing the system. Once again, although the flowchart
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in Figure 6 infers that the "completed" event flag (92) is not set until each operation is complete,
this has been done for clarity, and in all processes not involving a dialogue with the operator's
terminal, this event flag is set immediately the command has been decoded, and all actual display
operations proceed in parallel with other operations. For cases where dialogue with the operator
does take place, the event flag is set on completion of the dialogue.

Similar to the operation of COMFRC, on the receipt of a data packet, DSPFRC decodes the
first word, ISEND(1), and carries out the actions indicated by this function word as follows:

(i) ISEND(l) 0. This function sode is sent by DATAIN during the initialization
phase at the beginning of a run. The operator is asked to provide information
specifying the type of display - axes selection, data selection etc. - that he requires.
He is also asked whether he requires "historical" data to be displayed and if so
the specification of the file containing these data. The ability to display historical
data for comparison with those currently being acquired is probably the greatest
improvement over previous on-line display systems. It allows the trends of current
results to be compared immediately with those of previous similar tests, and it
may be used to limit the range of independent variable if only the intersection of
current and historical data is required. (It is intended that in the future this
facility will be extended to allow the display to include data generated numerically
for direct comparison with experimental data). Finally DSPFRC draws the re-
quired axes, and if requested, the specified historical data.

(ii) ISEND(I)= I. This code is sent by DATAIN following completion of the
"normal" computations carried out by COMFRC at the end of every raw data
input sequence. DSPFRC adds the newly calculated data to the display in its
current format having first checked that the latest data does not necessitate re-
scaling of the displayed axes.

(iii) ISEND(l) -: 2. This code is sent on the receipt of a "Display parameter modi-
fication" command at the operator's terminal. The operator is interrogated to
determine the changes required to the display format.

(iv) ISEND( I) 5. This code is sent on the receipt of a "Plot the present display"
command at the operator's terminal. The current contents of the display screen
are resealed to suit the physical size of the plotter, and an output file queued to
the plotter.

(v) ISEND(l) 6. This code is sent whenever a "Block end within run" command
is entered at the operator's terminal. The operator is asked for details of any
historical data to be displayed, the old data erased from the display and new axes
drawn.

(vi) ISEND(l) = 7. This code is sent as a result of a "Continue" command being
entered on the operator's terminal. The reaction of DSPFRC is identical with that
of (v) above.

(vii) ISEND(l) - 8. This code indicates that a "Reject" command has been entered
at the operator's terminal. All data from the previous record are erased from the
display.

(viii) ISEND(l) - 9. This code is sent as a result of an "Abort" command being typed
at the operator's terminal. DSPFRC clears the display screen and exits.

(ix) ISEND(I) = 10. This code is sent whenever an "End" command is typed at the
operator's terminal. As for an "Abort" command, the display screen is cleared
and DSPFRC exits.
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(x) ISEND(l) = anything else. This is provided to catch all illegal values of ISEND(l).
A message is sent to the operator's terminal indicating a logical error.

The final sub-task in the force measurement group of tasks is BALMON, the force balance
loading state monitor. The operation of BALMON, which is quite unlike that of either COMFRC
or DSPFRC, is represented in Figure 7. BALMON begins execution when REQUESted by
DATAIN in the initialization phase. Thereafter, BALMON begins a cycle of execution at set
time intervals, the interval being dependent on the type of force balance in use. During each
execution cycle, BALMON reads balance outputs from the digital data bus, computes the loads
acting on the balance using balance calibration data previously entered into the global common
area by COMFRC, and compares these loads with maximum allowable loads for the particular
balance. If the maximum loads are exceeded, BALMON sends a message to the operator's
terminal, and the operator may modify or terminate the test to avoid damage to the balance.

The type of monitoring carried out by BALMON has become feasible only ,ith the advant
of the digital data bus. Previously, input from the data serializer has occurred only on command
from the operator. Hence the state of loading of a force balance could be checked only at the
times that data were recorded. By this time, model attitudes and tunnel dynamic pressure would
all be stable, and if balance loads were greater than maximum, then this situation could have
existed for some time, perhaps causing irreparable damage to the balance.

This completes the description of the force measurement group of tasks. Together with the
non-job-specific group DATAIN, they satisfy all of the criteria for a data acquisition system
mentioned above. Perhaps the greatest attribute of the FRC group is its generality: it can handle
force testing for almost all forseeable test configurations, whether the model is mounted on
an external or internal strain gauge balance, regardless of the support system in use. Thus, a
single software package may be used in approximately 90% of the testing conducted in the low-
speed wind-tunnel.

The remaining job-specific task groups, because they are used in only about 10 ,, of tunnel
testing, have received considerably less development. The two-dimensional pressure measure-
ment group of tasks (2DP) provides facilities for acquiring data via mechanical pressure scanning
switches ("scanivalucs") from pressure tapped two-dimensional aerofoil sections. These data
are converted to pressure coefficient form, integrated to give section force and moment coefficients
and the pressure distribution displayed in real-time. All data are output in a form suitable for
post-test plotting or other analysis as may be required. In its present form, this group of tasks
can accommodate multi-element aerofoils with up to three elements, and has been successfully
used in an extensive series of tests to optimise the design of flap and aileron sections of the RAAF
Basic Trainer wing.

The three-dimensional pressure testing group of tasks (3DP) also acquires pressure data via
scanivalues. In this case however, the only processing is the conversion of these pressure data to
pressure coefficient form. Since no single form would be suitable for the full range of possible
physical configurations, no attempt is made to provide a real-time display capability, and the

data are simply output in a form suitable for use in post-test analysis.

7. FUTURE DEVELOPMENT

It is inevitable that the existing system will be modified and extended both in response to
changing requirements and to take advantage of developments in hardware and software.
Typical of these changes would be an extension of DSPFRC to allow comparisons between
current experimental results and the output of computer simulations. However, significant
improvements to the traditional methods of wind tunnel testing will become possible as more
data sources are transferred from the data serializer to the digital data bus.

When the data from a particular source are available on the bus, an immediate advantage
will result from the ability of the software to access those data whenever necessary, rather than
waiting for the operator to initiate a data transfer via the data serializer read switch. Monitoring
and display functions such as those carried out by BALMON for balance outputs will then be
possible for other functions, greatly increasing the flexibility of the whole system. However, the
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digital data bus has been designed to allow individual data source modules to be provided with
significant local intelligence, and it is this area that will produce the most significant advantages.
Such local intelligence could be used either to pre-process raw input data before they are passed
to the central processor, or to control some function according to commands transmitted from
the central processor.

To indicate the potential for reducing the tunnel operator's work load and the resulting in-
crease in tunnel productivity, the operation of two possible intelligent data sources, model
attitude and tunnel speed, will be explored in more detail.

(i) Model attitude: Currently each of several model attitude parameters has a separate
display and its own set of manual controls. Each display, including those not
being used in the current test, competes for control desk space and for the
operator's attention. As each model attitude parameter is transferred to the
digital data bus, local displays may be deleted and the values of just those attitude
parameters of interest in the current test may be sampled several times per second
and used to update displays on the operator's terminal. Initially the control
function would remain manual, but as the system is developed, a feedback
control system could be implemented to set each attitude parameter to values
specified by the central processor in response to instructions typed at the operator's
terminal. Such a system would not only make the tunnel operator's job much
easier but also open up the possibility of conducting testing in new and novel ways.
One such possibility is the concept of constant aerodynamic parameter testing,0

in which attitude is controlled so as to maintain some parameter, for example
lift coefficient, constant while other parameters are varied.

(ii) Tunnel speed: Presently, tunnel speed control is achieved by manually matching
the required value of dynamic pressure with that displayed on the control desk. $
The availability of tunnel dynamic pressure on the digital data bus would allow
the data acquisition software to check that the current value is equal to the desired
value (input at the operator's terminal) before beginning to record data, thus
avoiding one of the most common reasons for rejecting data points. The addition
of tunnel temperature and static pressure to the bus would allow their combination
with the measured dynamic pressure to calculate locally the tunnel velocity, unit
Reynolds number or Mach number. That quantity of most interest in a particular
test could then be displayed on the operator's terminal. Again it would be possible
to develop a feedback control system to control tunnel speed. Tunnel speed could
then be controlled to maintain constant dynamic pressure, velocity, or Mach or
Reynolds number as desired, the required value being input by the operator.
Once again, such a system would not only reduce the operator's workload, but
also lead to worthwhile improvements in productivity due to the faster reaction
to speed perturbations caused by attitude changes than in presently possible with
manual speed control.

Individually these two intelligent sources would each contribute significantly to tunnel
productivity. Together they provide the possibility of a completely new approach to wind tunnel
testing - the computer controlled test. The tunnel operator would enter the desired tunnel speed
or set of tunnel speeds and the attitude range to be covered. Control would then pass to the
computer which would maintain the desired tunnel speed while recording data at each attitude.
Control would then pass back to the operator who, on the basis of the on-line data display,
could either accept the run or add more data points in critical or interesting areas. Although
such operation may appear somewhat ambitious, it is a highly-desirable goal which could be
achieved within the next two to fiie years.
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8. CONCLUSIONS

The data acquisition system based on a PDP-I 1/44 central processor has now been installed
in the low-speed wind tunnel for more than two years. During that period, several major test
programmes have been conducted in the tunnel, and the data acquisition system has performed
satisfactorily at all times. Depending on the type of test being conducted, tunnel productivity
has been increased by a factor of between three and five over that with the previous system.
The time taken for raw input data to be converted to the desired form and displayed has been
reduced from an average of 30 seconds (and at times of high loading, up to three minutes) when
using the central site computer, to an average of a little under two seconds with the new system.
It is clear that further major gains in productivity will be available in the future through improve-
ments to the model attitude and tunnel speed control systems. Development of intelligent data
source modules connected to the digital data bus will further enhance these gains.

The choice of a multi-tasking multi-user operating system has been shown to be correct,
the present operating system providing all the facilities needed and being ideally suited to the
type of real-time operation required by a data acquisition system. The combination of this
operating system with FORTRAN 77 has also been successful. Of the more than 10 000 lines
of code (excluding comment lines) which have been produced so far, only 50 lines have had to
be written in Assembly Language. The use of FORTRAN 77 has produced a system which
can be quickly coded, is easy to follow, and simple to maintain and modify.

Although many changes have been made to the software over its life so far, all have been
changes in detail. No changes have been necessary to the overall logical design and it would
appear that the present design is sufficiently general to incorporate the requirements of the data
acquisition system for many years to come.
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CONFIGURATION #1

I I
FILE 1 FILE #2 FILE #J
M =M M M2  M = ML

6 = bm

FILE HEADER FILE HEADER FILE HEADER

BLOCK I BLOCK 1 BLOCK 1

BLOCK 2 BLOCK 2 BLOCK 2

BLOCK K BLOCK K J BLOCK K

RECORD1 al = 1

RECORD 2 ce a 2

RECORD N a = aN

INDEPENDENT VARIABLES: CONFIGURATION, M. 1, a

FILE CONSTANTS: M,6

DATA BLOCK CONSTANT: 0

DATA BLOCK VARIABLE: a

FIG. 2 DATA FILE STRUCTURE
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FIGURE 4

DATAIN Message Packet Format

(a) Contents of the Message Packet

Word
Number Contents

I Command buffer

2 = 0 if operating off-line; = I if operating on-line

3 0 if a new data file; = I if appending to an old
data file

4-13 Unused

(b) Interpretation of Command Buffer

Equivalent
Contents Meaning Command

0 Carry out sub-task initialization

I Process a normal data record

2 Modify display characteristics D

3 Modify operators terminal display T

4 Commence digital bus data transfer

5 Plot the current display P

6 Block end within a tunnel run B

7 Continue current data file with next tunnel run C

8 Reject the last data record R

9 Abort this run A

10 End this run E

--a n.
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APPENDIX A

The Digital Data Bus lnput/Outlmt Taek (DIGIO)

DIGIO is a task which carries out data transfers between the digital data bus and the area
of memory dedicated to global common. The task is accessible to any of the common or job-
specific tasks which need to communicate with the bus.

Before proceeding with a description of the design and operation of DIGIO. the arrange-
ment and capabilities of the digital data bus itself, and its associated device driver will be
described.

The digital data bus consists of 16-bit wide input and output busses and a 16-bit wide control
and status register (CSR) connected to the UNIBUS of the PDP-l 1/44 via a DRI H-C general
purpose digital interface. Each module connected to the data bus is associated with one or more
bus addresses, each of which may be used for either input or output. To output data to a particular
address, the address bit (CSRO) is set in the CSR and the desired bus address loaded onto the
output bus. Once the address is accepted (indicated by setting REQ A on the CSR) the data
to be output are loaded onto the output bus (with CSRO cleared) and the data will be transferred
to the specified address. For input, the procedure is similar except that when the address is
accepted (REQ A set), this also indicates that the required data are available and may be read
from the input bus.

A software device driver has been written to provide FORTRAN callable subroutines to
interface with the DRI I-C and hence the digital data bus. These subroutines and their functions
are as follows:

Subroutine Function

KDRATT Attaches a specified DRI I-C interface to the calling task giving that task
exclusive use of the DRI I-C until it detaches from it.

KDRDET Detaches the specified DRI I-C from the calling task allowing other tasks
access to it.

KDRSTA Allocates a local event flag to be set whenever REQ A is set- also sets
INT ENB A which causes an interrupt to be initiated whenever REQ A
is set.

KDRSTB Same function as KDRSTA but acts on REQ B.

KDRCLA Clears INT ENB A and .isassociates event flag from the interrupt.

KDRCLB Same as KDRCLA but acts on INT ENB B.

KDRINP Reads data from a specified DRI I-C. Contents of the CSR, output bus, and
input bus are input.

KDROUT Outputs data to a specified DRI I-C. Output may be to the CSR or output
bus or both. Note that output to the CSR will have INT ENO bits masked
out, i.e. can only output to CSRO and CSRI.

ibi
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Hardware interrupts are simulated by associating an event flag with a particular interrupt -
when the interrupt occurs, the associated event flag is set. Hence the driver does not have
Asynchronous System Trap routine support and is therefore compatible with standard
FORTRAN. The calling task can "see" an interrupt by waiting for the particular event flag
to be set (WAITFR). Note that it is the responsibility of the calling task to clear event flags
following interrupts.

DIG 10 makes use of these subroutines to provide a system-wide service for any task wishing
to communicate with the digital data bus.

When designing DIGIO it was necessary to consider the wide range of ways in which re-
questing tasks would make use of the data transfers provided by DIGIO. These include:

(i) Use by one of the common group of tasks to output constants to an intelligent
local data source during the initialization phase of a tunnel run.

(ii) Use by a task controlling the operation of same function to send desired set point
values to intelligent data modules, e.g. transmitting desired values of attitude
to an automatic attitude control module.

(iii) Use by a monitoring task to read data from a module at regular intervals, either
to update a display on the operator's terminal, or to check on the state of some
device, e.g. BALMON monitoring the state of loading of a strain-gauge balance.

(iv) Use by a job-specific computation task to obtain data from the required sources
when requested by the operator (or at some future time by some overall test con-
trolling task).

Of these various uses, it is clear that those gathering data (type (iv)) must gain access to
DIGIO immediately. (This will be specially important while data are input from both the data
serializer and the digital data bus to ensure that data from both sources are attributable to the
same instant in time). In general it is possible that all the above types of tasks (with the possible
exception of type (i)) could require access to DIGIO at the same time. Thus it is necessary to
associate a priority with requests for DIGIO from various types of tasks. At present, the priority
may be either "high" or "low", with tasks of type (iv) making high priority requests and all
the others low priority ones.

Communication between DIGIO and requesting tasks is implemented via parameter
transfer through SEND and RECEIV directives, as described in Section 7. The contents of the
13-word message array used in this transfer is:

Word (I)-priority of the request (low = 0, high - I).

Word (2)-number of an event flag to be set by DIGIO if the data transfer is completed
successfully.

Word (3)-number of an event flag to be set by DIGIO if the data transfer has to be aborted
or produces an error condition.

Word (4)-direction of the desired data transfer (input from the bus = 0, output to the
bus I).

Word (5)-number of data items to be transferred.

Word (6)-index of an address buffer in global common containing the address of the first
device to be accessed.

Word (7)-index of a data buffer in global common to or from which the first data item is

to be transferred.

40
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Note that word (6) and word (7) are the indices of the first address and data locations,
each buffer containing as many entries as specified by word (5) following these initial entries.

Having tilled the message array, a requesting task then invokes the SEND directive specifying
event flag number 72 for a low priority request or event flag number 73 for a high priority request.

The structure of DIGIO is presented in Figure Al. On being REQUESted (during the
initialization phase of' DATAIN) DIGIO attaches to the DRII-C associated with the digital
data bus (thus ensuring the exclusive use of that interface) and associates event flags with and
enables the DR II-C hardware interrupts. An attempt is then made to RECEIVe a message
packet. If this attempt is successful, i.e. one or more message packets have been queued for
DIGIO by the executive, DIGIO checks the high priority request event flag (number 73) and sets
a high priority waiting flag to true if it is set, and then clears both high and Ioo priorty request
event flags (72 and 73). If the attempt to receive a message packet fails, i.e. there are none queued,
DIGIO Asails for either the high or low priority request event flags to be set before attempting
again to receive a message packet. At this stage it is possible that the message packet just received
is a low priority request while a high priority packet remains queued. DIGIO is aware of the
presence of a high priority request packet in the queue since the high priority request event flag
would have been set when checked, causing the high priority waiting flag to be set to true. To
avoid delaying processing of high priority requests DIGIO immediately checks the contents of
word (I) of the message packet. If this word is zero, indicating a low priority request, and the
high priority waiting flag is true, DIGIO abandons the processing of the los priority request.
sets the failed event flag (specified by word (3)) of the requesting task. and returns to receive
another message packet. High priority requests will of course never be abandoned in this way.

Once a message packet has been accepted for processing, DIGIO checks the contents of
word (4) of the packet to determine the direction of the desired data transfer. For transfers
from the digital data bus (read). the address of the first device to be read is obtained from the
address buffer in global common using the contents of word (6) of the message packet. The
address is loaded into the output buffer of the DRI I-C and the address bit set in the CSR.
DIGIO then waits for the occurrence of a DRI I-C interrupt to set an event flag to indicate that
the address has been accepted as valid, and that the required data are available in the DR I I-C
input buffer. The input buffer is then read, the data converted from external (complementary
offset binary) to internal (tso's complement integer) form and placed in the data buffer of the
global common area according to the contents of word (7). The above procedure is repeated
until the required number (word (5)) of data transfers have been completed. The operation of
a write transfer is similar except that following acceptance of a valid address, data are obtained
from the global common data buffer, converted to external form and loaded into the DR I I-C
output buffer. When all requested data transfers are complete. DIGIO sets the requesting task's
success event flag, resets the high priority waiting event flag to false, and returns to attempt to
receive another message packet.

The present structure of DIG 10 does not guarantee that high priority requests will always be
processed before all low priority ones. It is possible that when DIGIO checks the high priority
request event flag that there are already two or more high priority requests in the queue. DIGIO
will ignore all low priority requests up to the first high priority one and then process it. However.
when this data transfer is complete, the high priority waiting flag will be reset to false, thus
nullifying DIGIO'S knowledge of further queued high priority requests. This situation can only
arise when two high priority requests are queued before DIGIO can begin processing the first
one. Since high priority requests only arise as a result of a computation task's need to read data
from the bus. and at present this only occurs at intervals of a minimum of several seconds, the
chances oif the above situation arising are extremely remote. Thus at present. this shortcoming
of the task can be ignored, but may need to be considered in the future if the mode of operation
of the data acquisition system is modified.

_ _ _ __ _
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APPENDIX B

Format of Configuration Files for Force Measuring Tasks

Force measurement task configuration files bring together all information required to acquire
and compute the data for a wind tunnel test involving force measurement. These files are ASCII
format to allow easy editing, and the contents of each record is:

(i) A job title consisting of up to 50 characters used as a description of the particular
test.

(ii) A customer name containing up to 40 characters, describing the organization for
whom the test is being conducted.

(iii) This record contains information concerning the data structure:

CONFIG-a configuration reference number,

FCONST(l)-the names (12 characters) of up to four file constants.

FCVAL(i)-the values of the file constants for this file.

DBCONS-the name (12 characters) of the data block constant.

DBCTOL--the tolerance within which the data block constant is to be considered
"constant".

DBVAR-the name (12 characters) of the block data variable.

(iv)-(viii) These five records may contain up to 72 characters each of free format description
of the configuration and the type of test.

(ix) This record contains reference lengths and areas for use in non-dimensionali-
zation :

C the mean aerodynamic wing chord,

B -the wing span,

S -the wing area,

RENLEN -the length scale for use in determining the Reynolds number.

(x) This record contains information required for computing blockage and lift inter-
ference:

Fl, F3 blockage factors for wing and fuselage,

VOLW, VOLB volume of wing and fuselage,

TAUIW, TAUlB, TAU2W. TAU2T lift interfence factors for the wing, fuselage
and tailplane,

DELTAI tunnel lift interference factor,

(DO estimate of model zero lift drag.

WLCS -estimate of the wing lift curve slope.

0-



1

(xi) This record contains an integer indicating the number of movable surfaces to be
considered in the test.

(xii) This record contains information on each movable surface and is repeated for each:

SURNAM-the name (12 Lnaracters) of the moving surface.

DEFSUB-the subscript (2 characters) to be appended to the surface deflection,

HINGE-a logical variable which if true indicates that hinge moments are
measured for this surface,

NSG2CH --the amplifier channel number connected to the hinge moment strain-
gauge bridge,

HFCAL, HDCAL--calibration factors for hinge moment and surface deflection,

REFLAN, REFA-reference length and area to be used to reduce hinge moments
to coefficient form,

REMOTE-a logical variable which if true indiactes that this surface is remotely
activated,

NCDCH-the remote activator channel number connected to this surface.

(xiii) This record contains information concerning any powered propeller in use:

POWER-a logical variable which if true indicates that a powered propeller is
present,

NAUXCH-the channel number at which propeller r.p.m. is available,

PROPD-the propeller diameter.

(xiv) This record contains information on the type of model mounting and the source
of attitude angles:

MOUNT-= I if the model is mounted on a strain-gauge balance supported by
a rear sting.

=2 if the model is mounted on a strain-gauge balance supported via a central
pylon and rear spear,

3 if the model is mounted on the under-floor balance,

NTi ETA-the address at which pitch angle information is available,

NPSI-the address at which yaw angle information is available,

NPHI--the address at which roll angle information is available.

(xv) This record contains information concerning the orientation of the balance with
respect to the model.

XBAL, YBAL, ZBAL-ocation of the model centre of gravity with respect to
the balance moment centre,

THBAL. PSIBAL, PHIBAL-angular offsets of the model body axes system with
respect to the balance axes system.

(xvi) This record contains the offsets of the attitude sensors (THETA, PSIW, PHI)
when the model body axes system is aligned with the tunnel axes system.

(xvii) This record contains the six elements of the balance direct sensitivity matrix.

0'



(xviii)-(xxiii) These records contain the 36 elements of the first order (linear) balance interaction
matrix, XI(J).

(xxiv)-(xxix) These records contain the 126 elements of the second order (non-linear) balance
interaction matrix X2(l).

(xxx)-(xxxv) These records contain the 36 elements of the inverse of the first order balance
interaction matrix XIINV(I).

(xxxv)-(xxxx) These records contain the 126 elements of second order balance interaction matrix
premultiplied by the inverse of the first order balance interaction matrix, i.e.
XIINV*X2.

(xxxxi) This record contains the five elements of the balance deflection matrix.

(xxxxii) This record contains thejoine elements of the model tare weight matrix.

(xxxxiii) This record contains logical variables indicating in which form results are to be
presented. Force and moment coefficients may computed in body-, stability- or
,ind-axes and these logical variables indicate the users choice for each component.
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